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Abstract Populations of unicellular organisms that grow under constant environmental con-
ditions are considered theoretically. The size distribution of these cells is calculated analyt-
ically, both for the usual process of binary division, in which one mother cell produces
always two daughter cells, and for the more complex process of multiple division, in which
one mother cell can produce 2" daughter cells withn = 1,2, 3, .... The latter mode of divi-
sion is inspired by the unicellular algae Chlamydomonas reinhardtii. The uniform response
of the whole population to different environmental conditions is encoded in the individual
rates of growth and division of the cells. The analytical treatment of the problem is based
on size-dependent rules for cell growth and stochastic transition processes for cell division.
The comparison between binary and multiple division shows that these different division
processes lead to qualitatively different results for the size distribution and the population
growth rates.

Keywords Cell size distribution - Structured populations - Multiple cell division -
Stochastic cell division - Population balance equations
1 Introduction

The study of proteins and metabolites in populations of unicellular organisms requires to
sample a large number of cells from a culture and to extract their content for further analysis.
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(a) Binary cell division (b) Multiple cell division

Fig. 1 (Color online) Binary versus multiple cell division: (a) Cells of a unicellular species that undergoes
only binary division. Two identical cells, one colored in light green, in the foreground, the other in dark green,
in the background, start in the left bottom corner and grow until they divide. At a certain time, the light green
cell in the foreground divides and produces two daughter cells while the dark green cell in the background
continues to grow and to increase in volume. At a later time, the dark green cell in the background divides
as well and produces two daughter cells, which are larger than the previously produced daughter cells; and
(b) Cells of a unicellular species that can undergo multiple division. When the larger cell divides, it produces
four daughter cells, which are not necessarily larger than the previously produced daughter cells

This procedure allows one to produce high-throughput data involving thousand of proteins
and metabolites that are at the basis of the systems biology approach.

In order to obtain a sufficient amount of cell extract for subsequent analysis, it is neces-
sary to sample over more than one million cells. If one assumes that the cells are all identical
in their physiological state, sampling over such a large number of cells would provide a re-
liable average amount of all molecular components. However, we know from cell biology
that cells can be in different phases of their cell cycle and that both gene expression and
metabolism may be quite different in each of these phases [1]. Therefore, such a large sam-
ple of cells does not provide, in general, an average over cells that are in the same phase of
the cell cycle, but rather over cells in many different phases.

Cell division in unicellular eukaryotes leads to the release of a certain number of daugh-
ter cells from a single mother cell. Although many species are known to produce only two
daughter cells, there are species, most notably algae like Chlorella and in particular Chlamy-
domonas reinhardtii that produce a larger number of daughter cells depending on the size
of the mother cell at the time of division [3—5]. Since the time and size of cell division are
stochastic variables, sister cells will, in general, produce a varying number of daughter cells.
Experiments with the unicellular organism Chlamydomonas reinhardtii in synchronized cul-
tures [6] reveal that the timing and the division patterns depend on the growth conditions. On
the other hand, the volume of the daughter cells at the time of release will strongly depend
on the volume of the mother cell [6, 7]. From experiments with single cells in micro cham-
bers (on-chip culture measurement) [9, 10] we have a rough understanding of the growth
processes and how growth trajectories depend on different phases of the cell cycle and light
conditions. Thus, a relevant question concerns the stationary size distribution of cells under
constant conditions such as those found in laboratory experiments. In particular, in order
to allow a correct interpretation of the effect of parameter changes in the cell culture, it is
necessary to know how the cell size distribution is affected by changes in the growth pa-
rameters. A schematic diagram illustrating the differences between binary and multiple cell
division is shown in Fig. 1.
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2 Theoretical Framework

The mathematical analysis of cell cycles first arose from the observation of variable gen-
eration times in bacterial cells [11, 12]. The random nature of the underlying processes
required a reassessment of statistical properties such as generation times, age structure, and
correlations between mother and daughter cells [13, 14]. In order to address the fundamen-
tal structure of the mitotic cell cycle [15], stochastic models with distinct phases have been
proposed, most notably by Smith and Martin [16]. In a different approach, the sequence
of events that eventually leads to cell division is related to the cell cycle state, which is
parametrized in terms of cell size.

In this latter approach, cell division is controlled by cell size, which determines the se-
quence of different events such as the initiation of DNA replication and the release of daugh-
ter cells. In fact, it is typically assumed that the molar concentrations of certain proteins and
metabolites, as well as the rate of nutrients uptake and waste disposal are determined by the
changing volume. Indeed, proteins and metabolites become to a certain extent diluted, as the
volume grows and, both the uptake of nutrients and the disposal of waste depend on the cell
surface, which grows as v*/ with volume v for a roughly spherical cell shape.

A well known example for a model, in which the cell cycle is controlled by cell size,
goes back to the work of Bell and Anderson [18], which can be cast in the more general
framework of population balance equations (PBE) [19, 20]. The models specified therein
quite generally allow for the balance of growth, division and partitioning mechanisms (see
also Ref. [17]). A thorough presentation of key aspects of the mathematical framework is
given by Ramkrishna in [20, 21]. The stability and uniqueness of solutions of some sim-
ple models were systematically discussed in the literature [22—24]. However, because of the
intricate functional form of the PBEs, it is difficult to find analytical solutions to these equa-
tions. Instead, numerical techniques for the analysis of PBEs have been developed that can
be effectively implemented by Monte Carlo methods [21, 25, 26]. In the following analysis
we apply these methods in order to study the process of multiple cell division.

Our study is motivated by the desire to understand the complex interactions that shape
the size distribution of the unicellular algae Chlamydomonas reinhardtii, which we will
abbreviate as ‘chlamy’. This organism is one of the most studied model organisms in the
research field of plant physiology [2]. Even though chlamy cells are cultivated in hundreds
of laboratories around the globe, only a few attempts have been made to derive a suitable
model for their cell cycle and stationary size distribution.

The typical cultivation conditions for chlamys correspond to a cell population, the density
of which is kept constant by a continuous dilution of the growth medium. For these condi-
tions, the number of cells grows exponentially. In non-synchronized populations, such as
those kept under constant environmental conditions, each cell undergoes a period of growth
and then divides. The special feature of chlamy is that the division of a mother cell can lead
to 2" daughter cells withn = 1,2, 3, ... [6, 7]. This multiple division is quite different from
the common binary division with n = 1, and its effect on the size distribution of the cells is
difficult to grasp intuitively. In fact, quite little is known about the mechanisms that regulate
the division process and thus determine the number of offsprings.

One important target of the present study is to derive and solve a set of equations that can
be used to compute the expected population growth (or proliferation) rate, and the size dis-
tribution of the cells under the simplifying assumption that the cell growth rate and the cell
division rate depend only on the cell volume. The population growth rate is very important
because it allows to assess the rate of dilution of the cultivation in order to keep a constant
density and constant quality of the growth medium.
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Another objective of our study is to elucidate the response of cells to changes in the
external growth conditions. In order to develop our theoretical description, it is useful to
summarize some experimental observations. Experiments on synchronized chlamy cells re-
vealed that the volume of each cell after birth grows in proportion to the area of the cell
surface [9]. Another set of experiments on such cells also shows that cells committed to cell
division typically divide as often as they can, provided that the volume of the daughter cells
exceeds a minimal volume [8]. This latter observation indicates that the cell volume at the
time of division provides a constraint on the maximum number of cell divisions.! Previous
studies on other unicellular organisms undergoing binary cell division have shown that the
rate of cell division is fairly constant [16]. For such populations, the rate of cell division is
thus related to the population growth rate or to the so-called population half time. In con-
trast, in the present study, we will consider unicellular organisms that undergo multiple cell
division and take the dependence of the cell division rate on the cell volume into account.

3 The General Equation

Let each cell in the culture at time ¢ be characterized by its age T and its current volume v.
We shall also assume, in agreement with the experimental observation, that there is a mini-
mum volume vy below which cells are not viable. Thus, throughout the whole manuscript we
shall assume that there is a volume vy > 0 such that all cell volumes v satisfy the inequality
v > vg. We will hereafter assume that the growth conditions in the culture are constant, in-
dependent of 7. The generic law that governs the volume growth in time is then expressed as

dv
—=f, 1), (D

de
for v > vy, where f (v, 7) is the volume- and age-dependent growth rate of a single cell. We
have mentioned in the introduction that under certain conditions f turns out to be propor-
tional to the cell surface and independent on t but we will keep its more general form for
the time being.

The division rate of each cell is described by the function p(v, ), which gives the prob-
ability p(v, )4t that a cell of size v and age t divides in the next small interval of time 5.
The existence of a minimum size vy constrains also the rate p in such a way that p(v, ) =0
for v < 2wvy. The latter condition will be implicitly assumed throughout manuscript. As we
shall see later, an additional condition on p(v) is that it attains a positive and constant value
for large v. On the other hand, we do not need to impose any constraint on the maximal
volume of the cells.

Once the two basic functions f (v, t) and p(v, t) have been defined, the number N of
cells at time ¢t with volume in [v, v 4+ dv] and age in [z, T 4+ dt] is given by N (v, 7, t)dvdr.
The function N obeys the partial differential equation (PDE) [18, 20]

N +3;N +3,(f(v,0)N) + (D + p(v,7))N =0, )

for v > vy, with d, denoting the partial derivative with respect to the variable x and D being
a uniform dilution rate, which reflects the experimental procedure of replacing a fraction of

IDetailed observations have shown that the start of cell division and the release of the daughter cells is
separated by a short, intermediate time period, during which the daughter cells are kept within the cell wall
of the mother cell and, thus, do not affect the cell volume statistics of free cells. In the present study, we will
ignore this short intermediate time period.
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the cell culture by fresh medium. A derivation of (2) is given in Appendix A. This equation
holds for T > 0 whereas for age T = 0 the number N represents the number of newborn cells.
Thus, one of the advantages of using both age and volume is that the creation of new cells
via cell division enters as a boundary condition for T = 0 in (2). A similar approach, aimed
at following the population over time, one generation after the other, was also proposed in
[27]. In the case studied in Ref. [27], the boundary conditions for t = 0 have been imposed
for each generation.

Since we are interested in the size and age distribution and not in the number of cells, we
can then define the density @ via

N@,t,0)=n(®)P(v,1,1), 3)
where now n(¢) is the number of cells at time 7. Plugging (3) into (2) leads then to
P +0:P+9,(f (v, 1)P) + (3, logn+ D+ p(v,7))P =0, 4)

for v > vy. Under the typical experimental conditions, the population size is growing expo-
nentially as n(¢) ~ exp[(y — D)t]. In this case, we have that d; logn = y — D is a constant
and if p and f do not depend on ¢, we can therefore look for the stationary solution

@s‘(v,r):tl_{n;oq)(v,r,t) 5)

which satisfies the simpler PDE
3P +3,(f (v, DY) + (v + p(v, 1)) @" =0, (6)

for v > vy, where y, the constant population growth rate, replaces the previous term 9, logn
and the dilution rate D is canceled out. Adding the boundary conditions

@ (v,0) = B(v), @)

which will be discussed in detail later, (6) is the standard advection equation with variable
coefficients that can be solved with the method of characteristic functions (see Ref. [29]
and Appendix B). Even though we could write down the general solution of (6) this solu-
tion would provide only relatively little insights in the processes considered here. As we
shall see in the next section it is useful to first simplify some terms in the equation. In ad-
dition, we shall see in the next section how the division process completely determines the
boundary conditions (7). The dependence of f and of p on the age t reflects the intuitive
expectation that certain processes may be age dependent. The growth rate f, for instance,
may depend on the specific cell cycle phases, and the transition from one phase to the next
may depend on the completion of certain sub-processes. Likewise, cell division may depend
on the completion of a series of check-points that require some time.

Experimental results for the age dependence of the cell growth rate function f and the
cell division rate p are still lacking. Therefore, we will make the simplifying assumption
that f(v, 7) and p(v, t) do not depend on t. Under these conditions, we can rewrite (6) as

3: D%+ 3,(f(P") + (y + p(v))@¥ =0, ®)
for v > vy with the boundary conditions (7). Using

I'(v)=y +df(v)/dv+ p(v)
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this equation can be solved by standard methods (see Appendix B). The result is
B(2) Ty
¢(v) = / dz —ex ( / dy ) C))
f@ fo

o(v) = /00 dr &% (v, 1) (9a)
0

where

is the marginal probability density which depends on the boundary function B(v) that we
are going to specify in detail below. It is important to stress that the right hand side of (9)
is completely determined by the choice of f(v) and p(v) (and thus of vj). The value of
the population growth rate y is not an independent variable and is implicitly determined by
B(v) and by the normalization of (9).

4 Binary Division

The boundary condition (7) determines @ (v, 0), i.e., the size distribution of newborn cells
having age zero. We will assume symmetric cell division, meaning that the volume of each
mother cell is equally partitioned among its daughter cells. Therefore, the boundary condi-
tion should relate the size of newborn cells to the size of their mother cells. This relation is
simply given if one keeps in mind that to generate a newborn cell with volume in the range
[v, v 4 dv] it is necessary that the mother cell had volume in [2v, 2v 4+ d(2v)]. At this point,
it is clear that, for v > v,

@%(v,0)dv :2/ dr pQ2u, 1)@* (2v, 1) d(2v), (10)
0

where the 2 in front of the integral is related to the fact that binary division produces two
identical cells. Thus, after eliminating dv from both sides of the equation, we have the
boundary condition

D% (v,0) = 4/ dr pQu, 1)@ (2, 7). (11)
0

It now follows from (7) that the rhs of (11) determines B(z) in (9). If we specialize again to
the case, in which the division rate p is independent of age t, we finally have

B(z) =4p(22)¢(22), (12)

so that the solution (9) for binary division becomes

- C I / 4p(22)$(22) ( / r(y))
— — dy dz ———= dy —— 13
o exp( / f(y)> LT o 0 (13)

which represents an implicit relation for ¢ (v) since this function appears on both sides of
the equation. After the substitution

¢(v)zr(v)exp< /Ud 1}:8;) (14)
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which defines the new function r(v), we finally obtain the implicit equation

r(v)=/ dz K (2)r(2z), (15)

0

with the kernel

4p(2v) f% r(y))
K = — dy — ), 16
="7q) P ( . YT (16)

which we assume to be smooth for v around vy and to decrease to zero sufficiently fast for
large v. One should notice that the relation (15) is a direct consequence of the fact that the
density ¢ (v) appears on both sides of (13). For v = vy, we have that r(vy) = 0 while for
large v the function r(v) reaches the asymptotic positive value

lim 7 (v) = reo. 17)

V—>00

Using this asymptotic value in (15), we obtain

o0
r(v) =re — / dz K(2)r (2z), (18)
so that the solution can be obtained in an iterative manner, which leads to
o0 o0 o0
F(U)Zroo<1—/ leK(Zl)+f dz; K (z1) deK(Zz)+"'> (19)
v v 2z)
or to
M o0 o0
)= fim (14 321 [Cexep [ wk@). e

for v > vy. Once (20) is inserted into (14), the probability density is determined up to a
multiplicative constant r,, which can be fixed by normalization. It is then clear that in the
limit of large v the probability density behaves as

¢ (V) = reo exp(— /;: dy %), 21

a result that is consistent with the analysis of symmetric cell division as performed in [28].
In the same work, it was shown that this asymptotic behavior occurs also under generic
assumptions about asymmetric division. We can re-write (20) as

r(v) =reoR(v), (22)
with R(v) — 1 for large v. Once we insert r(v) in (15), we will find that (15) is satisfied if

and only if R(vg) = 0, namely if and only if

M 00 00
R(v)= lim (1+Z(—1)m/ dle(zl)---/ dme(zm)> =0, (23)
—00 2

m=1 vo Zm—1
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8 M.M. Rading et al.

with K (v) defined in (16). Since, in general, R(vy) will depend on the value of y, the
condition (23) can be used to determine the value of the population growth factor y. In
general this condition may be satisfied by more than one value of the parameter y so that
an additional condition is necessary in order to select the correct one. Indeed, once the
distribution ¢ (v) is determined one can also find the equation that determines the value of
the population growth rate

o]

y = / dv p(v)¢(v), (24)
2vg

which takes into account that for any two newborn cells there is one mother cell less and that

division can occur only for a cell volume larger or equal to 2vy. This equation contains the

unknown y on both sides, in the rhs through the function I"(y) and can be solved in general

only numerically.

4.1 Explicit Solution for a Particular Choice of Parameters

As an application of our theoretical solution, we consider here the case in which we set
v9o=0, f =1um?/hand p =1 h™'. This simple case reminds the growth law of the bac-
terium E. coli and the choice of the rates guarantees that y = 1, as can be easily verified
from (24). Equation (16) gives

K (v) =4exp[—(y + Dv], (25)

which, once inserted in (20) gives

A S a4 " epl=(y + Do)
Rw) =1 —ng( 1) (y+1> - : (26)

where o, = Z?:o 2/ and 7, = ]_[';;O o;. This solution shows that R(v) — 1 when v —
0o, in agreement with (18). On the other hand, one has also to find the value of y that
satisfies (23). The numerical estimation of (23) with (26) as function of y shows that the
only physical value that verifies R(0) = 0 is given by y = 1 h™!. By inserting R(v) thus
obtained in (14) finally gives the volume distribution

¢ (v) =rooR() exp(—(y + Hv), 27)

which, by means of the normalization, provides a value of ro, ~ 6.9 h~!. Tt is not difficult to
verify both analytically and numerically (see Fig. 2) that (27) provides the correct solution
for the given choice of the parameters f and p.

5 Multiple Division

When considering the process that leads to multiple division, we should take into special
consideration the fact that mother cells can divide up to a maximum number of identical
daughter cells. This maximum number is determined by the fact that daughter cells cannot
be smaller than a certain minimal viable volume vy.

To find out how the size of the mother cell determines the number of cell divisions, we
should consider the following fact. If a mother cell at the commitment time has volume in
[2vg, 4vp) then it can divide only one time and produce only two daughter cells. If, instead,
a mother cell at the commitment time has volume in [4vy, 8vy) it can divide up to two
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Fig. 2 (Color online) Probability density ¢ as function of cell size v: Comparison of analytical results for
the marginal probability density ¢, defined in (9a) and computed explicitly in (27), and stochastic simulations
for the simple division rule with vy =0 and f =1 pm3 /hand p=1 h~!. The particularly good agreement
between analytical results and simulations shows that the calculation based on the expansion (26) is correct.
The analytical result is obtained by using (26) truncated after the first 20 terms. The number of terms included
in the truncation was determined by the condition that the inclusion of additional terms would hardly improve
the numerical accuracy. The stochastic simulations have been performed on a fixed population of N = 103
cells for 100 generations after stabilization of the probability density

times and produce a maximum of four daughter cells. Generalizing this pattern, we see that
a mother cell that has a volume in [2¥vy, 2*'vg) can divide up to k times and produce a
maximum of 2% daughter cells, for k > 1.

Let us thus denote with k > 1 the maximal number of divisions for a given mother cell.
It is therefore possible to think that, conditional on k, this mother cells may choose to divide
a number 1 <i <k of times according to a probability mass M;;. Quite generally, for
k > 1, M;; obeys a normalization condition Zle M = 1, meaning that cells divide with
certainty. Therefore, My, = 1 simply describes a binary division process while M =1
describes a division process in which the cell produces the maximum amount of daughter
cells. Thus, daughter cells with volume v € [2/vg, 2/*!vy) can be produced from the division
of mother cells in size [2*vy, 287! vy) dividing k — j times according to the probability My _ j
for any k > j + 1. To put it formally, let us define the intervals

I; =[27v, 2/ vy) (28)

for j =0,1,2,... and the index function ®;(v) defined as

1 ifvel;
O;W) = 7 29
i) { 0 otherwise. 29)
If we now define the stationary density as
D3 (v, 7) = 2" (1,7)O; (v), (30)

with the obvious property that @ = ) ; @;, this division process leads to the boundary
condition
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10 M.M. Rading et al.

21w 0d= 3 M2 [Cap@u e i) oy

k=j+1

Finally, the boundary condition for the distribution @ is given by

PV (,0)=)_ @} (v,0), (32)

j=0

for any v > vy. If we force all cells to undergo a binary division process by imposing M, =
1, one can easily see that (32) leads to (10). On the other hand, if we impose the maximal
division through My = 1, then only j = O contributes in (31) and (32) becomes

®*(v,0)dv = Zz"/ dr p(2°v, 7)@ (20, 7) d(2), (33)
k=1 V0

for vy < v < 2wy, while for any value of v outside this interval we have @ (v,0) =0

In the following, we will restrict the analysis to the case in which a mother cell always
divides to the maximum number of daughter cells. This assumption is supported by the ex-
perimental observations made in Refs. [6-8]. We will namely impose that My = 1. If we
assume now a division rate p(v) that depends only on the volume and not on age, the rea-
soning proceeds in analogy to the case with simple binary division and leads to a boundary
function given by

Bv) =" (,0) =) 2% p(2*v)¢(2"v) (34)
k=1

which is strictly valid only for vy < v < 2vy and is zero otherwise. Plugging this into the
solution (9) we have

_ B v F(y)) fmm(Zvo V) (2k2)¢(2k2) (/7d M)
¢’(v)_eXp< / ) Z " fa P F

(35)

where I'(v) =y +df(v)/dv + p(v). Equation (35) shows that the behavior of ¢ (v) for
v > 2y is determined solely by the first exponential term. This is also intuitive because in
this range of volume there are no contributions coming from newborn cells. Using this fact,
we can conclude that for v > 2v, the density behaves as

)

Since the argument of the function ¢ inside the integral (35) is always larger than 2vy we
can insert (36) in the integral and obtain

v min(2vg,v)
¢(U)=rooexp<—/;0 dy 1}:8)2[ dz K (z. k). 37)

where we have defined the kernel

k 2kz
Kap=stien(- [ o 75) 8
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Stationary Size Distributions of Growing Cells with Binary 11

Inserting now (37) for v > 2v, and equating it with the asymptotic form in (36), we can find
out that the kernel satisfies

e 2vg
Z/ dzK(z, k) =1 (39)
k=1 Y0

which, in general, cannot be satisfied by any arbitrary choice of the functions f(v) and p(v).
The condition (39) therefore determines the only parameter left free, namely the population
growth rate y. On the other hand, once ¢ (v) is known, it is possible to derive the population
growth rate y also using

00 k41, o] 20,
y=> (-1 f e p@e) =Y (2 - )2t f Nz p(2)p(2s), o)
k=1 2y k=1 Yo

where the coefficients in front of the integrals come from the fact that for every 2¢ new
(daughter) cells there is one mother cell less in the whole population. One should notice
that (40) determines y implicitly, since this parameter appears on both sides of the equation
through the function I"(y). The integral on the rhs for any fixed k is proportional to the
number of cells that divide k times. This observation allows us to define the fraction ¢; of
dividing cells that undergo k divisions as

S, " p@9@) Jt 92 P 219 (21)
Sy 42 P(2)9(2) S dz p(22)¢(22)

i (41)

for k > 1. Depending on the choice of p(v) and the growth law f(v) we can expect to see
varying division patterns with a dominant frequency ¢, of reproduction with 2% daughter
cells.

5.1 A Toy Model Calculation

We would like now to verify that (39) is a condition that provides the population growth
rate . We can do this by considering a toy model in which we set p(v) = 6 (v — 2v) h™!
and f =1 um?/h. After some algebra it is possible to verify that (39) is given by

Z4k %};_2)&)](1 — eXp[_akUO]) =1, (42)
k=1

where a; = 2F(y + 1) — y. Given that all other parameters are fixed, this equation can be
satisfied by certain values of y, which will obviously depend on the applied value of vg. If
one then numerically evaluates (42) as function of y one can find the zeros of this equation.
We find: for vy = 1 um> we get y ~ 0.48 h™! while for vy = 2 pm> we have y ~0.28 h™!,
and for vy = 3 um® we have y ~0.20h™".

To verify this result, we can first make the following simple reasoning. The cells will
divide after an average time equal to 1/ p after that they have reached the size 2vy. The aver-
age size at division will then be given by 2vy + f/p, which for our choice of the parameters
is equivalent to 2vy + 1, irrespective of the initial size of the cells. It is easy to verify that
for vy > 0.5 the division process allows only a binary division and thus the average size of
newborn cells will be given by vy + 1/2. We will now assume that the average new born cells
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12 M.M. Rading et al.
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Fig. 3 (Color online) Probability density ¢ as function of cell size v: Comparison of analytical results
from (45) and stochastic simulations for the multiple division rule with vg = 1 pm3 and f =1 pm3 /h and
p(v) =0(v —2vg) h~!. The particularly good agreement between analytical results and simulations shows
that the calculation based on the expansion (37) is correct. Dividing cells with volume between 2 and 4 pm3
produce only two daughter cells, while dividing cells with v > 4 would produce more daughter cells. The
analytical result has been obtained by truncating the sum in (35) after the first 20 terms. The number of terms
included in the truncation was determined by the condition that the inclusion of additional terms would hardly
improve the numerical accuracy. The simulations have been performed starting from a population of N = 103
cells and taking 103 sample histograms every 10% cell divisions

are representative for the whole cell population. Thus, the time required to double the size
of the population is given by the time required by the average new born cell to get divided.
This time is given by Ar = vy + 1/2. Since we know that this is the time required to double
the population, we can now estimate y as follows

N(t+ At)
At ~1 ——— ) =log2, 43
14 0g< NGO ) og (43)
which leads to
log2
~— 44
Y Vo + 0.5 ( )

which gives y ~ 0.46, 0.28, 0.20 for vy = 1, 2, 3 um?, respectively. As we can see, the agree-
ment with the computation from (42) is excellent. In addition to that, it is possible to write
the explicit form of the probability density ¢ (v) once one takes into account that its behavior
is different for v € [vg, 2vo[ and for v > 2v,. Indeed, we have

o0
4k
¢ (vo < v < 2u) =rogexp 7T Y " — exp(2v0) (exp(—axvo) — exp(—axv))
= (45)
k=1

¢ (v = vg) = roo exp(—yvo) exp(—(y + 1) (v — 2vp)),

where a; = 2¥(y + 1) — y and the constant r, can be fixed by normalizing the density. The
match between the analytical solution and stochastic simulations is shown in Fig. 3.
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6 Solutions for Empirically Relevant Forms of the Growth and Division Rates

Depending on growth conditions, the cultured cells grow and divide differently. In order
to analyze the impact of various growth conditions on the sampling statistics during bal-
anced growth one needs to know the approximate functional form that describes growth and
transition to cell division.

6.1 Growth Rates

Here we will concentrate on special cases with empirical relevance for chlamy. From on-
chip measurements with the organism we gain the knowledge of the functional form of the
growth law, which is explicitly size dependent [9]. It has to be taken into consideration that
the growth rate of the cell volume depends on the surface of the cell. This would immediately
lead to the assumption that the function f(v) used in (1) is given by

f@) = for*?, (46)

where fj has dimensions of length divided by time and is thus proportional to the growth
velocity of the cell diameter. The model (46) does not include erratic and noisy growth con-
ditions or varying growth properties in cells. In this work, we will assume that the growth
velocity fj is some deterministic parameter depending solely on the growth conditions and
we will leave a discussion about its possible variations to further studies. Of course increas-
ing transport ways within the cell and energy consumption of growing cells would counter
balance this purely surface related growth and we could easily add, at least in first order,
terms of the form — fjv to (46). For green algae, however, (46) is an appropriate model and
indicates linear growth in cell diameter at least in cell cultures under experimental condi-
tions. Thus a rapid increase in cell volume is observed which in turn is corroborated by a
large productivity evidently observed in organisms like Chlorella and chlamy.

6.2 Cell Division Rate

Cells need a minimal volume vy in order to be viable and to be able to grow and reproduce.
It is reasonable to assume that the cell division rate, namely the rate by which a cell commits
itself to start division, is zero if this cell has a volume smaller than a critical size v.. From
an experimental point of view one could determine the transition rate in cohort experiments.
In these experiments, one would monitor a set of cells that start from identical physiological
states just after release and grow under fixed conditions. Tracking then each single cell over
its life cycle would provide the statistics of the dividing cells with respect to size and age.
This statistics is condensed in the survival function ¥, (v), which is the probability density
function of dividing cells having size v. With the help of ¥;(v), one can determine the
desired division rate p(v) [27] according to

p(v) = Yy(v) f(v)

= [T du’ @0

which depends solely on the unknown distribution ¥;(v) and where f (v) is the growth rate.
The rate p(v) defined in (47) is sometimes referred to as the hazard rate [30].

From the theoretical point of view, a meaningful transition rate p(v) should always be
strictly positive for large v. As a limiting behavior, it should at least satisfy

lim p(v)=C >0, (48)
V—>00
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14 M.M. Rading et al.

where C is an arbitrary constant. This condition is also known as the condition of strictly
increasing hazard rate (IHR). The condition (48) now allows to determine the limiting form
of the function ¥, (v) at large v. Indeed, taking into account that both numerator and de-
nominator of (47) tend to zero as v — 00, in this limit we obtain

d
() = —f ) [log(F ()% ()], (49)

which, once inserted in (48) gives

v ~ — . 50
s f() (/f()”) 0

This limiting form of ¥, (v) tells us that any function that decreases less rapidly than (50)
is not a good candidate as a survival function because it does not satisfy (48). One such
function is, for example, the log-normal distribution.

Since we do not know the form of the survival function ¥, (v), we will henceforth assume
that the condition (48) holds from any volume v > v,... In particular, we will set v. = 2vy in
order to ensure that cells to be committed to cell division produce viable cells. Thus, the
simplest functional form for p(v) that satisfies these conditions is given by

p() = BO (v —2vy), (51)

where @ is the Heaviside function and v. = 2v, holds for analytical convenience.
6.3 Detailed Analysis

Here, we would like to determine the size distribution under the assumptions (46) and (51)
both for the binary and the multiple division process. The sensitivity of these two cases to
changing growth conditions f; is one particular focus of the analysis.

For binary division, it is not difficult but laborious to verify that one can find an expres-
sion in terms of an infinite sum of exponential functions for the function R(v), which was
defined in (22). It is also possible to see, by means of numerical verification, that the expan-
sion in (20) converges very quickly so that already the first ten terms are more than sufficient
to characterize the function.

The same considerations hold also for the expansion concerning the multiple division of
cells as it was derived in (37), (38), and (39) for the exact derivation of the population growth
rate. In fact, the computation of the analytical expression for these variables is somewhat
simpler than in the case of the binary cell division. Still, the explicit formulation of these
functions would not increase our understanding of the phenomena.

For these reasons, we will present our analysis by including results from both stochas-
tic simulations of the population dynamics and numerical integration of the equations. The
plots of the relevant quantities are shown in Figs. 4(a) and 4(b) while a simplified analysis is
given in Appendix C. From quite general experimental observations [7] in chlamy cultures
the minimum cell size has been estimated to be vy ~ 20 um® and as a rough estimate for
the transition rate we choose 8 = 1/8 h™!. The value of g is fixed and independent of the
growth velocity fj. Figure 4 compares the impact of different growth velocities f, on the
size spectra for binary and multiple division but otherwise unchanged division rules. Fig-
ures 4(a) and 4(b) show how f affects the heterogeneity of cells during a balanced growth
phase for a multiple division process. One can see that a doubling of the growth velocity has
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Fig. 4 (Color online) Probability density function (PDF) of the cell volume v and population growth rate
for binary and multiple cell division. Plots (a) and (b) show the different ways in which the cell volume
shifts to larger cell sizes in both cases of multiple and binary division for two choices of the growth veloci-
ties (fp = 0.3 um/h and fy = 0.6 um/h), respectively. In the insets, we compare the results from stochastic
simulations of the population dynamics (diamonds) with the asymptotic behavior given by (21) and (36), re-
spectively, with fy = 0.3 um/h. Plot (¢): Dependence of the population growth rate y on the growth velocity
fo. Plot (d) compares the average cell size and standard deviation of the size distribution for both division
processes as function of the growth velocity fy for § =0.125 1A typical value of fj in experiments is
0.5 pm/h. Inspection of (d) reveals that the standard deviation o grows with f; for both division processes
and that this growth is more pronounced for binary division

a much larger impact on the size distribution for binary division than on the size distribution
for the multiple division. This is due to the fact that in the latter case larger cells arising from
a larger value of f; simply produce more daughter cells, which all have to have an initial size
between vy and 2vy. In the case of binary division instead, the larger value of f, produces
larger mother cells, which in turn produce larger daughter cells. This concept is illustrated
also in the cartoon shown in Fig. 1. Using the implicit formulas given in (24) and (40) for the
population growth rate y we find the dependence on fj. In any case, y is a strictly increas-
ing function of f; but the difference between binary and multiple cell division appears for
larger growth velocities f; depending on vy (see Fig. 4(c)). Whereas the population growth
rate scales roughly linearly in the multiple division scenario, it is instead bounded by some
maximum value ym.,x = B in the case of strictly binary division. Setting the transition rate
B also defines the parameter range of f; for which both division types start to diverge. Fig-
ure 4(d) clearly demonstrates a shift in the size structure for both types of division. Here, the
structure of the population is given in terms of the average cell size u and the standard devi-
ation o representing the width of the spectrum. In the relevant range of growth velocities fj
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we expect minor changes in the case of multiple division, whereas binary division illustrates
the opposite extreme of huge variations within the population structure after relatively small
variations of growth conditions.

Thus, at the level of size distributions, we see that both the average cell volume and the
standard deviation associated to the distribution grow with increasing fj. In particular, we
expect that with binary division the whole distribution moves to larger values with a mean
value that grows roughly like f03, see (70). With multiple division instead, we expect to see
a distribution clearly more peaked at values between vy and 2vy and a longer and longer tail
for larger and larger values of fy. This difference could not be more dramatical. Indeed, with
binary division the whole population responds to a change of the environmental conditions,
as long as this change is encoded in fy. With multiple division instead, larger and larger
values of f; induce the coexistence of an ever increasing number of many small cells with
few very large ones.

7 Conclusions

During balanced growth a culture of unicellular organisms adapts to specific growth condi-
tions and approaches a stationary phase. This assertion also holds for division and growth
cycles with high complexity. The interplay between growth and division constrains the pop-
ulation structure of physiological properties, such as the cell size. The more detailed analysis
is often restricted to models that capture just a few aspects of the cell cycle, although quite
intricate and interdependent mechanisms do exist. The underlying events are often subtle
and produce durable inter-generational correlations, asynchrony of growth and division cy-
cles, and heterogeneities concerning both the cell specific growth pattern and the number of
cells released. Aside from most of these complex aspects, our main objective was to eluci-
date the differences between a common binary division scheme and multiple cell division at
the level of cell size distribution. In particular, our parameter choice and the knowledge of
the experimental aspects are both focused on cell cultures of Chlamydomonas reinhardtii.
We have assumed, for the multiple cell division, a cascading process of cell fission which co-
incidentally describes the most productive division pattern. Applying this simplified sketch
of multiple cell division we are able to link growth properties and division rules to popu-
lation growth and to the frequency of divisions into a given number of daughter cells and
we have been able to find analytical expressions that take into account very general forms
of the functions related to the growth and division rates. Though potentially more realistic,
we have left complicated rules out of consideration and restrict the analysis to its simplest
functional form. By doing this we observe a quite sensitive difference between binary and
multiple division rules as functions of energy supply, parameterized by the growth veloc-
ity fo. We have observed that the multiple division rounds alter the physiological structure
of the population with unsaturated population growth rates. As a consequence, we have seen,
on one hand, that with multiple division most of the population remains confined in the same
range of volume while a few individuals tend to be very large in volume. On the other hand,
with binary division the whole population responds in a rather homogeneous way to an in-
crease in the growth velocity but still the differences in volume, as measured by the standard
deviation of the stationary distribution, grow also quite considerably.

As mentioned above, the theory developed in this manuscript can include any functional
form of the cell growth and cell division rates as long as these forms lead to a stationary
cell size distribution, as is usually the case in the experimental set-ups. The choices for
these functions made in our computations are reasonable simple assumptions but we hope
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that this work may inspire some experiments both with steady state and synchronized cell
culture to determine the nature of these functions more precisely and thus test our model.
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Appendix A: Derivation of the Main PDE

Let N (v, 7, t) the function that gives the number of cells in [v, v + dv] and [z, T + dr]. For
7 > 0 and for any v; and v, such that vy < v; < v, < 0o we have

v
f dvoN (v, T +drt,t +dr)

1

= /vz dvN (v, 7,0)[1 — p(v, T)dr][1 — Ddr]

v1 v2
—}—/ dv N(v,‘l:,t)—/ dvN(v,1,1), (52)
v —f(vy,7)dt vy —f(vp,7)dt
which, taking only the first order terms in dz, leads to (2).
Indeed, the first term on the right is given by division and dilution while the last two
terms are given by growing into the interval [v;, v,) and cells growing out of the interval,
respectively. Expanding all terms and keeping only the first-order terms in d¢ and dt gives

v2
/ dv (N, 7,1)+ 3N, 7,1)dt + 9, N (v, 7,1)dr)

1

= fvz dv[N(v,7,0)(1 = p(v,7)dr — Ddr)]

— (N2, 7.0) f(v2, T)dt = N(vy, 7,0) f (v1, T) dr), (53)

where 0, is the partial derivative with respect to x. Taking now into account that the last
term can be rewritten as

v2

]
(N(vz,r,t)f(vz,r)—N(vl,t,t)f(vl,t)):/ dva(N(v,r,t)f(v,r,t)), (54)

V1

and putting all terms into one integral, one obtains

v2
f dv[(9; + 8: + p(v, 1) + D)N (v, 7,0) + 3, (N (v, 7,1) f (v, 7)) ] = 0. (55)
U]

Since this equality holds for any arbitrary choice of v; and v, that satisfy vy < v; < v, < 00,
the integrand must be also zero in this interval and this leads to the differential equation (2).
One can notice that the process of cell division does not enter into the derivation of the
equation. In fact, cell division creates new cells having age t = 0 and thus appears as a
boundary condition for N (v, 0, t). The particular form of the boundary condition will thus
entirely depend on the form of the division process.
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Appendix B: Solution of the PDE
We start with (8)
3D+ 0,(f()PY) + (v + p(v)) @™ =0, (56)

for v > vy with generic boundary conditions (7). The solution of this equation now proceeds
as follows. Let us consider two variables ko and s that parameterize the trajectories on the
(v, 7) plane according to the following laws

Tt wd Eorw (57)
— = and — = f(v),
ds ds =
and ky = v(s = 0). Since now we have that T > 0 it turns out that s = 7 and therefore it
holds that

v 1
dx —— = 58
/ko fo ©8)
and so
T(w)—I(kg)=T1 59)

if I(v) is the primitive function of f(v)~!. The expression (59) provides an implicit depen-
dence between the parameters of the characteristic curve

v(s)=1I"(I(ko) +s) )
ko=1""(I1(v)—1).

By applying now the parameterization given in (57) we find out that @* obeys the ordinary
differential equation (ODE)

d®s(s)

1+ I (5)P%(s) =0, 61)
ds
where
d
ro=y+2% 4w, (62)

with boundary conditions @ (s = 0) = B(ky).
The solution of the ODE leads to

@™ (v(s), 7(s)) = B(ko) exp(— / dx r(u(x))>, (63)
0

so that fixing now v and 7 we can substitute the back transformations (60) and we obtain

oY (v, ) =B(I""(I(v) — 7)) exp<— / dx I (17 (1 (ko) + x))), (64)
0

and using now again (59) for v and 7 fixed, we have
(v, ) =B(I""(I(v) — 1)) exp(—/ dxr(I7'(Iw) -t —|—x))). (65)
0
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‘We obtain a considerable simplification if we consider now the marginal probability density
¢ (v) defined as

o(v) = /oc dr ¥ (v, 7). (66)
0
In fact, integrating both sides of (65) in t leads to
d(v) = /OC dr B(I7'(I1(v) — 1)) exp(— / dxr(I7'(Iw) -t +x))), (67)
0 0

and transforming now z = I~ (I (v) — ) for fixed v we have

v B(2) I(v)—1(z)
$(v) = f dz exp(— / dxF(I”(I(zHX))) (68)
Vg f(z) 0

and changing again the variable in y = I~ (I (z) + x) we finally have (9)

' BG) / r(y))
= d — dy — ), 69
() / Zf(z)“"( TS ©69)

which still includes the boundary function B(v).

Appendix C: Simplified Analysis of the Empirically Relevant Case

Let us start with the binary division and let us observe that the typical size v,, of a mother
cell at the moment of division is independent of the initial size. In fact, v,, depends only on
the time elapsed after having passed the threshold 2v, for cell division. We shall estimate
this time with 1/8. It is then possible to find out that the typical size at cell division is then
given by

o=+ <2vo>1/3)3, (70)
3p
which leads, according to the binary division process, to an initial size v, of a daughter cell
given by v; = v, /2. One first conclusion, from this calculation, is that the typical size of a
random cell would roughly be in between v,,/2 and v,, and that, therefore, this typical size
would grow monotonously with increasing fj.

To estimate the population growth rate, we shall find out what is the typical time At
until a cell divides starting from the initial size of a daughter cell. This typical time will
depend on the volume vy . In fact, if v; < 2v, the typical time At to division will be given by
At =141/, where 7 is the time required to reach the volume 2v starting from the volume
vg. On the other hand, if v; > 2v, then we have simply A7 = 1/8. Thus, it is important to
find out for which values of fj we have v; < 2vy. It turns out that this holds if fj < fo where

fo=3pQu)' (27 - 1), (71)
which leads to an estimate of T given by

. fo— fo
-~ 28Bf°

(72)
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for fo < fo and T = 0 otherwise.

If we assume now that the whole cell population divides in a synchronous way a time At
after birth, we have that the whole population doubles’ after exactly At units of time thus
giving

N(t+ At) =2N(1), (73)

where Atr is given by t + 1/8. Considering that, in this approximation, N(t + At) =
N(t) exp(y At) we have the following estimates for y

21/3f() =
Yy~ T wb  Torfo< fo (74)

B for fo > fo

where we have used the fact that asymptotically for large fj it must result that y = . We
see from this computation that the population growth rate y increases as a function of f;
for fo < fo and then it remains constant for larger values of fj. Let us remind that fj is a
proxy for the amount of nutrients or energy provided to the cells. The behavior found here
indicates that in the binary cell division an increase in f leads to an increase of the cell
volumes and less to an increase of the number of cells.

The situation for multiple cell division is now much simpler. Since the time of cell
division does not depend on the mechanism of division and is determined by the rate
p(v) = BO (v — 2vp), the volume v,, of mother cells at the time of division is the same
as the one computed before and it is given by (70). On the other hand, the maximum number
k of cell divisions is given by

K :im<w>, (75)
log?2

where the function int(x) takes the integer part of the real number x, so that the daughter
cells have initial volume vy = v,, /2% which is always in vy < vy < 2vp.

With T ~ 1/fj, we see that the time At until division is changing little with fy, as it was
also the case in the binary division. On the other hand, the number of daughter cells depends
on fp through k given in (75). Thus, for At = a/fy + 1/8, where a is some constant, we
have

N(t + At) ~2EN (1), (76)

with k given in (75), which leads to y ~ k. For large f; and taking into account v,, given
in (70) this leads then to

y ~ Blog(fo/B), (77)

which is then increasing with f;. Due to the large number of daughter cells, instead, the
mean cell volume will finally tend to some limit roughly given by

(V) ~ vg + v, /25, (78)

2In reality, the estimation that we are making here is not completely correct. In fact, for f>> fp the system
would be well described by a pure birth process. After a time At = 1/ the average population size would
increase by a factor e and not by a factor 2.
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where & is given in (75) and has thus a light growth as a function of f. The conclusion is
therefore that in the multiple division case an increase in the growth factor f; leads primarily
to a growth of the population size and less or little to a growth of the mean cell volume.
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